
ContextCam: Bridging Context Awareness with Creative 
Human-AI Image Co-Creation 

Xianzhe Fan Zihan Wu Chun Yu 
Tsinghua University University of Michigan Tsinghua University 

Beijing, China Ann Arbor, Michigan, United States Beijing, China 
fxz21@mails.tsinghua.edu.cn ziwu@umich.edu chunyu@tsinghua.edu.cn 

Fenggui Rao Weinan Shi∗ Teng Tu 
China Academy Of Art Tsinghua University Tsinghua University 

HangZhou, ZheJiang, China Beijing, China Beijing, China 
admin@whitesir.cn swn@tsinghua.edu.cn leotuteng@126.com 

Location

Screen Content

Facial Expression (From Camera)

Weather

Music

A Bridge above the Lake

[Chat with a Friend]

Happiness

Sunny

Counting Stars (OneRepublic)

1.Emulate Van Gogh's "Starry 
Night" to depict a tranquil 
lake on a clear summer night, 
infusing it with a romantic 
and joyful artistic ambiance. 

2.Oil Painting: Beneath the 
delightful clear sky, the 
band OneRepublic hosts a live 
performance on top of a 
bridge.

3.A gathering of children 
joyfully count the stars in 
the pristine night sky.
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Consider this adaptation: 
Retain the Van Gogh starry 
night essence in the original 
image and craft a new piece 
with a bridge as its focus in 
the same palette. Capture the 
sky with ...

Draw a tranquil lake on a 
clear summer day in the 
style of Van Gogh's "Starry 
Night."... joyful artistic 
ambiance. 
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Figure 1: On a sunny night, Alex stands on a bridge above the lake, texting their friend and enjoying the song “Counting Stars” by 
OneRepublic, smiling. They want to capture the beautiful moment, then open the ContextCam, and collaborate with it to create 
a piece of art inspired by their current context. During the “framing” phase, ContextCam extracts relevant contextual data 
and proposes three themes. Alex selects theme one, asks ContextCam to create the image, and polishes it through in-depth 
discussion with ContextCam. 

ABSTRACT 
The rapid advancement of AI-generated content (AIGC) promises 
to transform various aspects of human life signifcantly. This work 
particularly focuses on the potential of AIGC to revolutionize image 
creation, such as photography and self-expression. We introduce 
ContextCam, a novel human-AI image co-creation system that 
integrates context awareness with mainstream AIGC technologies 
like Stable Difusion. ContextCam provides user’s image creation 
process with inspiration by extracting relevant contextual data, 
and leverages Large Language Model-based (LLM) multi-agents 
to co-create images with the user. A study with 16 participants 
and 136 scenarios revealed that ContextCam was well-received, 
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showcasing personalized and diverse outputs as well as interesting 
user behavior patterns. Participants provided positive feedback on 
their engagement and enjoyment when using ContextCam, and 
acknowledged its ability to inspire creativity. 
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and generation of images often aim to convey certain information, 
emotions, or afections. The creation can stem from personal visual 
experiences, feelings, or imagination of the creator. Certain environ-
ments and events can inspire us to create our own images. However, 
not all of us are capable of turning the transient inspiration we feel 
from our surroundings into a piece of art. 

Thankfully, the advent of AI-generated content (AIGC) has brought 
about profound changes in the way we create images [7]. Creat-
ing an image has become a task that people can complete without 
much efort, particularly using image generation models like Stable 
Difusion [48, 51] and image editing models like ControlNet [71]. 

To help people capture the inspiration from their environment, 
and create images inspired by the place they are at, the emotions 
they feel, the music they hear and so on, we pose an essential 
question: Can context awareness, combined with human-AI co-
creation, aid in creating more personalized and engaging images? 

To gather users’ insights on embedding context awareness in 
human-AI image co-creation, we frst conducted a formative study 
on 23 participants. We collected their motivations for AI image 
generation, needs, and opinions on existing image generators. We 
also adopted participatory design strategies, asking participants 
to envision an ideal context-aware human-AI image co-creation 
system, installed on their mobile phones, that would be capable of 
creating images inspired by personal contexts. 

Based on the users’ feedback and ideas from the formative study, 
we introduce ContextCam, a human-AI co-creation system 
that incorporates context awareness to generate artistic im-
ages. ContextCam transcends traditional image generation by inte-
grating environmental information, such as location and weather, 
with personal states, including facial expression, music collected by 
sensors, and screen contents on the phone. The co-creation system 
ofers a canvas where human creativity meets AI innovation. This 
mutual inspiration and learning between the user and AI enhance 
the creation’s depth and personalization. 

The workfow of ContextCam contains two phases: framing 
and focusing. In the “framing” phase, ContextCam deduces user 
intent based on in-situ contextual data and user directives, then 
generates three themes for the image as inspirations for the user. 
In the “focusing” phase, users collaborate with AI to create images 
that meet their satisfaction. In this co-creation process, users can 
request edits to the image or seek AI’s ideas efortlessly through 
natural language commands and straightforward selections. 

To evaluate the performance of our system in practical settings, 
and understand user behavior patterns within it, we conducted 
a study involving 16 participants and 136 scenarios. Our fnd-
ings showed high user satisfaction with the images produced by 
ContextCam. In 92.9% of the scenarios, participants picked Con-
textCam’s topic recommendations. The average user input was 1.1 
words per interaction. Participants also rated high overall enjoy-
ment, engagement, usability, and inspiration. 

By analyzing interaction log data and conducting interviews, 
we have gained insights into how individuals employ and perceive 
contextual data in their collaborative creative processes with AI. 
Our research highlights the role that contextual information plays 
in impacting image themes, infuencing user behaviors, acting as a 
source of creative inspiration, and enriching collaborative experi-
ences between humans and AI. This exploration aims to shed light 

on the profound impact of context awareness on inspiration and 
user engagement in human-AI image co-creation. 

Our work’s contributions are as follows: 

• We propose a novel paradigm that integrates context aware-
ness with human-AI collaborative image creation, based on 
a formative study (N=23) aimed at exploring user insights on 
human-AI image co-creation and the limitations of existing 
AI image generators. Building on the formative study, we 
have summarized six design guidelines for our paradigm. 

• We adopt an LLM-based multi-agent approach to help users 
create images by providing image ideations and generating 
text-to-image/image-to-image prompts in ContextCam, our 
human-AI image co-creation system with context awareness. 

• Our user study (N=16) in a real-world setting validates Con-
textCam’s efectiveness in providing satisfactory image-
generation results, and presenting personalized and diverse 
image outputs co-created by humans and AI. We provide 
insights on users’ behavior patterns demonstrated while 
using ContextCam, as well as how context awareness afects 
human-AI collaboration and creative process. 

The paper unfolds as follows: Section 2 reviews relevant lit-
erature, highlighting the growing feld of human-AI co-creation, 
context-aware systems, image generation and editing, and LLM-
based multi-agent systems. Section 3 details our fndings from the 
formative study that informed the design of ContextCam. Then, we 
introduce the system design of ContextCam in section 4. Section 
5 presents our comprehensive user study, followed by a detailed 
result presentation and discussion in section 6. This exploration 
concludes with Sections 7 and 8, shedding light on the potential of 
context-aware human-AI image co-creation. 

2 RELATED WORKS 
Our multi-agent system integrates context awareness into the pro-
cess of human-AI co-creation, and enables the generation of AI-
created images that resonate with the user’s emotions and experi-
ences, thereby enhancing creativity and personalization. We sum-
marize related work into four parts: (1) human-AI co-creation, (2) 
context-aware systems, (3) image generation and editing, and (4) 
LLM-based multi-agent systems. 

2.1 Human-AI Co-Creation 
Advancements in technology have fostered human-AI co-creation 
across various domains. Compared to solely AI-driven solutions, 
this collaboration ofers users a greater sense of involvement and 
agency. Prior works have demonstrated this synergy in enhancing 
human creativity in several areas, such as refning drawings [22, 25], 
enriching writings [11, 17, 18, 44, 57], and improving designs [10, 
21]. In these examples, humans and AI fuel each other’s creativity, 
resulting in outcomes that satisfes the users [27, 69]. 

The introduction of LLMs and image generation models has 
further revolutionized the domain of human-AI co-creation [67]. 
One way to assist the co-creation process is to use LLMs to provide 
suggestions to generate the text-to-image prompts. An example 
is Opal [33], a generative workfow for news illustration, demon-
strating how LLMs can provide prompt exploration support for 
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text-to-image generations. Similarly, 3DALL-E [34] generates LLM-
provided image inspiration for CAD and product design by helping 
users craft text prompts with design language and image prompts 
connected to their work in progress. While these tools [24, 32– 
34, 55] successfully leverage LLMs to help users craft ideal prompts 
and improve the co-creation process, they fail to take advantage of 
contextual information to optimize the co-creation experience. 

Existing research suggests that incorporating contextual data 
into human-AI collaboration can spark greater inspiration [8, 26]. 
However, this aspect remains underexplored using current gen-
erative models like LLMs and difusion models. Our research in-
troduces contextual information into the human-AI co-creation 
process, crafting AI-generated images that echo users’ inspirations 
from their physical environments and emotions. By doing so, our 
work flls a void in the existing literature and proposes a novel di-
rection for more adaptive and context-aware AI tools in co-creation 
domains. 

2.2 Context-Aware Systems 
Context-aware systems leverage user context to ofer personalized 
services [14]. These systems gather diverse information through 
diferent sensors and APIs, such as cameras for facial expression, 
microphones for voice or music recognition, and GPS for location 
data. Such rich information, combined with algorithms designed to 
understand user intentions [9], enables relatively accurate predic-
tion of user needs. Given their success in tailoring user experiences, 
context-aware systems have widespread application across various 
domains [1, 6, 12, 29], from mobile assistants ofering real-time, 
context-sensitive recommendations [1] to smart home automation 
[35]. 

Context awareness has great potential in image generation, 
which can improve user engagement and refne their interactive ex-
perience [41, 68]. For example, UbiFit Garden [13] and WhoIsZuki 
[40] uses on-body sensing to detect users’ daily activities, providing 
pertinent visual feedback to encourage increased physical activity. 
Similarly, MateBot [61] harnesses data from smartphone sensors, 
improving the interaction quality between users and virtual robots 
through anthropomorphic images based on real-time context. Con-
text awareness can boost the creative journey and foster innovation 
[56]. Through evaluating several leading creativity support tools, 
Sielis et al. discovered that the inclusion of context awareness sig-
nifcantly boosts real-time interaction, enabling tools to proactively 
adapt to user needs. We extend this concept into AIGC, an area still 
in its infancy concerning context-aware applications. As of now, 
we were unable to locate similar work in the domain of human-AI 
co-creation that combines mainstream image generation tools or 
models, such as Stable Difusion [51] and Midjourney [38], with 
context-aware systems. Our context-aware system integrates dif-
fusion models’ powerful image generation capabilities and LLM’s 
prowess in creative inspiration and user intent comprehension, 
aiming to create a personalized and engaging human-AI image 
co-creation experience. 

2.3 Image Generation and Editing 
The advances in image generation and editing tasks have the po-
tential to revolutionize the way we create and manipulate images. 

Text-to-image difusion models [48, 50, 51] achieve state-of-the-art 
image generation results by encoding text inputs into latent vectors 
via pre-trained language models like CLIP [49]. Image editing mod-
els such as ControlNet [71] and T2I-Adapter [39] add additional 
conditions to control the outcome of difusion models, which allow 
users to edit images based on textual input. Prior research like Opal 
[33], GenAssist [24], and 3DALL-E [34] use LLMs to generate the 
prompts for users in the image creation process, resulting in high-
quality outputs. Building on this, our system integrates contextual 
information into the workfow of LLM-based prompts generation 
for human-AI image co-creation, inspiring more creativity in the 
process. 

2.4 Large Language Model-based (LLM) 
Multi-Agent Systems 

Large Language Models (LLMs) refer to Transformer language mod-
els that contain hundreds of billions (or more) of parameters, which 
are trained on massive text data [53], such as ChatGPT [42] and 
LaMDA [59]. With the instruction-following capabilities provided 
by in-context learning [15] and the logical reasoning abilities of-
fered by Chain of Thought [62], LLMs have set new benchmarks in 
natural language understanding and generation. 

A Multi-Agent System is an extension of the agent technology 
where a group of connected autonomous agents act in an environ-
ment to achieve a common goal [46]. Current research and trends 
suggest a promising future for collaborative interactions between 
humans and LLM-based multi-agent systems [23, 31, 58, 66]. These 
systems [4, 67] combine the strengths of LLMs in language gen-
eration, logical reasoning, and creativity with human cognition 
and insight, efciently addressing multi-functional and multi-stage 
tasks. Wu et al. [67] introduce the concept of chaining LLM steps to-
gether, where the output of one step becomes the input for the next, 
thus aggregating the gains per step. In this interactive multi-agent 
system, users can modify chains, along with their intermediate 
results, in a modular way. Building on Wu et al.’s research, Baek 
et al. [4] presented a mixed-initiative system that allows step-by-
step crafting of text-to-image prompts. We aim to adopt a similar 
multi-agent approach that can lead the process if the user desires 
and provide image ideations upon request, as well as craft prompts 
for high-quality image generation and editing. 

Moreover, the fusion of multi-agent dynamics with context-
aware computing allows for a more intuitive and efcient human-AI 
collaboration, particularly in complex tasks [16]. Building on the 
prior research, we specifcally introduce context awareness and 
have designed and implemented a multi-agent system capable of co-
creating images with humans. Based on the user’s natural language 
commands and contextual data, the system engages in user discus-
sions, yielding image production as an output. Our work combines 
the strengths of LLMs, vision models, and humans, aiming to create 
desirable image outputs. 

3 FORMATIVE STUDY 
We frst conducted a formative study to gather design insights for a 
context-aware human-AI co-creation system from participants. We 
hope to understand 1) the prevailing motivations and needs for AI 
image generation, 2) the limitations of current AI image generation, 
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and 3) participants’ vision for a context-aware human-AI image 
co-creation system. 

3.1 Participants and Procedure 
We recruited participants by sending recruitment messages in stu-
dent group chats we accessed, and encouraged students to repost 
these messages on social media platforms. A total of 23 participants 
(F1 - F23, 12 male participants, and 11 female participants), aged be-
tween 19 and 46 (SD=8.80), signed up to be included in the formative 
study1. All participants had experience using AI image-generation 
tools. We rated their experience level as beginner (N=8, used AI 
image generator no more than 3 times), intermediate (N=7, used 
more than 3 times and are familiar with its basic functionalities), 
and expert (N=8, used AI image generators frequently and have 
posted AI-generated artwork online that received positive reviews). 
All research procedures were ethically approved, and we obtained 
participants’ consent prior to the study. All participants received 
compensation for their time. 

We conducted a semi-structured interview with each participant. 
Each interview session lasted approximately 30 minutes through 
a video conferencing software. The process resulted in 12 hours 
of audio recordings, complemented by detailed observation notes. 
During each interview, we focused on four key themes: 1) partic-
ipants’ motivations and needs related to AI image generation, 2) 
their perspectives on the current limitations of AI image gener-
ation, 3) imaginations of co-creating images with AI in diferent 
scenarios, and 4) expectations for experience design of human-AI 
image co-creation system. Our interview guide included a mix of 
open-ended and closed questions, allowing us to delve into specifc 
topics while maintaining fexibility. 

3.2 Data Analysis and Results 
3.2.1 Motivations, Needs, and Limitations of Current AI Image Gen-
eration. We investigated participants’ motives for using AI image 
generators, method purposes employed when using AI image gen-
erators, preferred subjects, and preferred styles. One researcher 
conducted open coding [28] of the interview transcriptions to gen-
erate insights. We also used the afnity diagram to organize our 
fndings [37]. We identifed recurring keywords and themes includ-
ing motives, method purposes, preferred subjects, and preferred 
styles. These identifed elements were then categorized and as-
signed representative codes, like “Motives - Curiosity” or “Method 
Purposes - Illustrating writings”. The result is shown in Table 1. 

Participants expressed concerns about the trade-of between im-
age quality and interaction complexity in AI image generation. Fif-
teen participants found crafting the proper input prompts challeng-
ing and often had trouble creating desired images. F23 commented, 
“While platforms like stable-difusion-webui [3] are very powerful, 
their complicated interfaces and a large number of parameters un-
dermine the intuitive user experience.” Similarly, fve participants 
(F1, F3, F9, F20, F21) mentioned that some natural language-based 
image generation and editing systems, such as “Visual ChatGPT 
[65]” and “HuggingGPT [54]” don’t always meet their expectations 
in terms of output quality. Another issue is the personalization of 
AI-generated images. As F5 commented, “ImageBind [19] spans 
1The details of participants are in the supplementary material. 

Table 1: Exploration of participants’ motives, method pur-
poses, and preferred subjects and styles of AI image genera-
tion. 

Theme Response (Frequency) 

Motives Curiosity (16/23), Entertainment (13/23), For 
work purposes (6/23) 

Method Purposes Illustrating writings (e.g., poems and arti-
cles) (7/23), Creating artworks for personal 
expression and aesthetic exploration (11/23), 
Designing (e.g., logo design, industrial de-
sign, and poster design) (7/23) 

Preferred Subjects Landscapes (8/23), Beauties (9/23), Portraits 
(10/23), Sci-f (14/23), Surrealism (6/23) 

Preferred Styles Anime (16/23), Oil painting (10/23), Realism 
(12/23), Chinese traditional style (6/23) 

across six modalities, but it can’t ofer personalized recommenda-
tions for my specifc context. I have to manually type in a lot of 
contextual information, which afects my user experience.” 

3.2.2 Imaginations and Expectations for a Context-Aware Human-AI 
Image Co-Creation System. We invited participants to envision a 
human-AI co-creation system capable of creating images inspired 
by personal contexts. First, we asked participants to imagine co-
creating images with AI in diferent scenarios. After cutting of 
the irrelevant and redundant components of audio recordings, we 
fnally got 33 ideas from participants, some of which are presented 
in Table 2. We adopted open coding [28] to classify the 33 ideas and 
summarize the recurring contextual information from the inter-
view transcriptions. We identifed fve types of contextual informa-
tion commonly mentioned: location, facial expression, music, 
screen content, and weather. 

Next, we asked them about their expectations for experience 
design. We conducted thematic analysis [5] on the interview tran-
scriptions to extract key themes and gain deeper insights into the 
participants’ suggestions. Based on the fndings, we summarized six 
design guidelines for a context-aware human-AI image co-creation 
system: 

(1) Require less user burden, such as fewer text input and click 
count. Integrate shortcuts for frequently used tasks and use 
a conversational interface to make interactions more natural 
and efcient. It would be preferable for the system to run on 
mobile devices. 

(2) Design a well-functioning intent understanding and image 
generation mechanism. Ensure the system generates high-
quality images by adhering closely to the user’s needs and 
preferences. 

(3) Accommodate a variety of input methods, including voice 
commands, textual input, and image-based inputs such as 
photographs and sketches, to enhance usability and conve-
nience. 

(4) Ofer a range of suggestions to users. Each conversation 
should start with several brief image topics and develop 
detailed suggestions based on user feedback and interaction. 
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Table 2: Some interesting ideas about context-aware human-AI image co-creation. We used open coding [28] to deduce the 
themes. 

Theme Participants’ Ideas Context 

Travel 1) “I wish the AI could capture the valuable moments of my travels. Imagine documenting a trip to Location 
Bali through AI-generated images without ever taking a photo!” (F2) 
2) “When I’m in the city, the AI should sense the urban vibes around me, possibly depicting the tall 
skyscrapers, busy streets, and neon lights. In contrast, if I’m in the countryside, I’d love for it to paint 
serene landscapes, vast felds, and peaceful sunsets.” (F20) 

Design “Being a designer, standing in an undecorated room, it would be revolutionary if the AI could sense the 
space and interpret my rough ideas, turning them into refned designs that perfectly ft that specifc 

Location 

environment.” (F17) 
Express My 
Feelings 

“Sometimes words cannot express my feelings. I hope the AI can sense the current weather and read 
my facial expressions, creating an image that resonates with my emotions.” (F19) 

Weather, Facial 
Expression 

Music 1) “I imagine the AI producing a vibrant, abstract painting while I am at a live rock concert or a serene 
watercolor during a classical music performance.” (F10) 
2) “Listening to jazz always evokes specifc visuals for me. I would love to see the AI’s interpretation 
of my favorite tracks.” (F13) 

Illustrate for 
My Text 

1) “It would be amazing if the AI could read the script or poem I am writing on my phone and then 
generate an accompanying artwork.” (F11) 
2) “Finding the image to perfectly convey my message is often challenging when I post updates on 
my WeChat Moment. It would be fantastic if the AI could craft an illustration tailored to my words, 
adding a personal touch to my shared moments.” (F14) 

Music 

Screen 
Content 

Weather “I hope the AI will illustrate a cozy indoor scene on rainy days and depict a bright landscape on sunny Weather 
days.” (F4) 

News “Imagine the AI scanning the headlines or articles from my phone and crafting a comic strip or Screen 
illustration that represents the main event or theme. This would ofer a quick visual snapshot of the Content 
day’s major stories, making news consumption more engaging and efcient.” (F15) 

Dining 
Experience 

“Imagine having dinner at a seaside restaurant. The AI could combine the sound of waves, my current 
location, and my contented expression to depict a beautiful oceanside feast scene.” (F9) 

Location, Fa-
cial Expression 

Activities “When attending a local festival or event, the AI could use ambient sounds, my location, and calendar Music, 
and Events to depict vibrant celebrations, dances, and festivities scenes.” (F23) Location 

(5) Focus on the most relevant contextual information based on 
user intent and consider excluding less relevant context to 
optimize the user experience and reduce information over-
load. 

(6) Allow users to control which contextual information is uti-
lized by the system and apply a clear visual indication, such 
as dimming unused contextual icons, to show when certain 
data is not being employed. 

4 SYSTEM DESIGN AND IMPLEMENTATION 
OF CONTEXTCAM 

Following these guidelines, we introduce ContextCam, a context-
aware multi-agent system for image co-creation between humans 
and AI. This section will frst illustrate our system’s workfow 
through a use case, and then detail the underlying mechanisms of 
each agent. 

4.1 Illustrating ContextCam Through a Use 
Case 

This section introduces how ContextCam works through a use case 
depicted in Figure 2. 

Imagine a sunny night (Weather). Alex, an engineering student 
with no background in art, was standing on a bridge above the 
lake (Location), texting their friend (Screen Content) and enjoying 
OneRepublic’s “Counting Stars,” (Music Recognition) with a smile 
(Camera). Maybe it was the sunshine and the scenery, the beautiful 
music, the uplifting conversation, or just the great mood; Alex 
suddenly felt deeply moved by the moment and wanted to capture 
this feeling. To do this, Alex pressed a button on the shortcut menu 
(Figure 2(a)) that sent ContextCam a message: “Please recommend 
painting topics based on my current context.” 

Upon receiving the command, ContextCam initiated the “fram-
ing” phase. First, ContextCam retrieved contextual information that 
might be relevant to Alex’s painting topics. The color-coded icons 
that indicated the status of the contexts were shown on the top 
of the screen: Green indicates contextual information used in all 
topics; Blue denotes contextual information used in Topics 1 and 2; 
Yellow indicates contextual information only used in Topic 3; White 
represents irrelevant information; Grey signifes information that 
the user has actively closed. In this case, ContextCam decided that 
Alex’s location, facial expression (labeled as “emotion” in Figure 2), 
current weather and music were relevant. 
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Weather MusicEmotionScreenLocation

Bridge

Consider this 
adaptation: Retain the 
Van Gogh starry night 
essence in the original 
image and craft a new 
piece with a bridge as 
its focus in the same 
palette. Capture the 
sky with…

Chat EditID: 1

Please recommend 
painting topics based on 
my current context.

I recommend three 
painting themes. If 
you have a better 
suggestion, please let 
me know.
1. Emulate Van Gogh's "Starry Night" to depict 
a tranquil lake on a clear summer night …

2. Oil Painting: Beneath the delightful clear sky, 
the band OneRepublic …

3. A gathering of children joyfully …

1

Draw a tranquil lake 
on a clear summer 
day in the style of Van 
Gogh's "Starry 
Night."... joyful artistic 
ambiance.  

PaintRecommend based on context

Chat EditID: 1

Generate the image!

Completed. Image 1 
unveils a bridge 
under the night sky. 
The heavens are 
speckled with stars, 
immersing one in a 
dreamlike realm...

Paint Edit Advice

Chat EditID: 1

Paint Edit Advice

Generate the Image Edit the ImageChoose a Creation Topic(a) (b) (c)

Weather MusicEmotionScreenLocation Weather MusicEmotionScreenLocation

Figure 2: Screenshots of ContextCam’s workfow, including assisting the user in choosing the creation topic, generating the 
image, and editing it based on the user’s feedback. When editing the image, Alex mentioned “Bridge,” choosing to focus on the 
“Bridge” in the initial image. For an enhanced user experience, the interface provides four intuitive quick-response buttons: 
“Recommend based on context” for creating images only based on the current contextual data instead of other topics; “Paint” 
for image generation; “Edit” for editing the image specifed in “EditID”; “Advice” for seeking advice about the detailed image 
ideation. 

With the contextual information, ContextCam recommended 
three themes to Alex (Figure 2(a)): 

1. Emulate Van Gogh’s “Starry Night” to depict a tranquil lake on 
a clear summer night, infusing it with a romantic and joyful 
artistic ambiance. 

2. Oil Painting: Beneath the delightful clear sky, the band OneRe-
public hosts a live performance on top of a bridge. 

3. A gathering of children joyfully count the stars in the pristine 
night sky. 

Alex loved the frst recommendation and clicked on it, sending 
the number “1” to ContextCam. Then, focusing on topic 1, Con-
textCam entered the “focusing” phase to discuss and iterate on the 
image with Alex. ContextCam frst proposed (Figure 2(a)): “Draw a 
tranquil lake on a clear summer day in the style of Van Gogh’s ‘Starry 
Night.’ ... joyful artistic ambiance.” Alex found the proposal pretty 
interesting and clicked the “Paint” button on the shortcut menu, au-
tomatically sending a message: “Generate the image!” ContextCam 
generated an image and replied with its description: “Completed. 
Image 1 unveils a bridge under the night sky. The heavens are speckled 
with stars, immersing one in a dreamlike realm ...” 

Alex felt inspired and typed in “Bridge” for modifying the image. 
With this information, ContextCam proposed a description to help 
the user modify the image: “Consider this adaptation: Retain the Van 
Gogh starry night essence in the original image and craft a new piece 
with a bridge as its focus in the same palette. Capture the sky with ...” 
It also provided the updated image. They continued the discussion 
around the image to perfect it, each round Alex provided some 
new ideas for the image, and ContextCam kept proposing modifed 
descriptions and updated images based on Alex’s input. The two of 
them bounced ideas of each other for a few rounds. Finally, Alex 
was pleased with the resulting image and captured the precious 
moment. After their conversation ended, ContextCam transformed 
this conversation history into a summary of user preferences, so 
the next time Alex consults ContextCam, it could include that in 
the decision-making process. 

4.2 The Multi-Agent System Design 
In response to the complex procedures and knowledge required 
for image creation, we adopted a multi-agent system design based 
on Weng’s LLM-powered system [63]. LLM serves as the brain 
of each agent in Weng’s system, augmented by several crucial 
components: memory, planning, tools, and action. We have modifed 
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Figure 3: The multi-agent workfow of ContextCam. We roughly divided the workfow into four steps, corresponding to Figure 
1. Each yellow rectangle represents an agent in ContextCam. Each blue rectangle represents user input to ContextCam: blue 
rectangles with dotted borders suggest the input is optional. To start the image creation process, users can either command 
ContextCam to start creating entirely based on their current context, or, as a supplement, they can choose to input text, a 
photo, or a sketch. Context Selector then extracts relevant contextual information (step 1). Then, Topic Agent provides topic 
candidates to the user and receives user feedback to decide on the fnal topic (step 2). Finally, Artist Agent creates the image 
ideation based on the topic, and passes it on to the tool manager to select the appropriate image-generation or image-editing 
model and generate a prompt for the model to generate a new image. Based on the image, the user can exchange more ideas with 
Artist Agent to reach the fnal desired image (steps 3 and 4). Personalization agent keeps track of past interactions, synthesizes 
user preferences, and provides it to other agents. 

the names and functions of some components in Weng’s defnition 
of “agent”. In our design, each agent is responsible for a distinct task, 
potentially integrating one or more of the following components: 

• Planning: deconstructing task into manageable and action-
able subtargets. 

• Memory: accumulating and storing knowledge, whether 
derived internally or retrieved from external sources. 

• Tool use: adopting appropriate external tools to complete 
the task. 

• Evolving: enhancing performance and refning planning 
strategies from system feedback. 

Figure 3 shows ContextCam’s workfow. The system comprises 
two creation phases (“framing”: STEP 1,2 and “focusing”: STEP 
3,4) and fve agents (Context Selector, Topic Agent, Tool Man-
ager, Artist Agent, and Personalization Agent). 

4.2.1 “Framing” Phase - Context Selector. From John Dewey’s “Art 
as Experience,” we learned that image creation is deeply connected 
to its environment [47]. Our system, ContextCam, exemplifes this 
idea by being context-aware and drawing inspiration from its sur-
roundings. ContextCam combines what users want with where 
they are, what they are listening to, how they feel, and what they 
see. 

However, as shown in Figure 4, not all contexts are relevant 
to the subject of the user’s drawing. We introduce the Context 
Selector to prevent such issues. Context Selector leverages LLM to 
select contextual information relevant to the current art creation 

(a) Without Context Selec-
tor: “A cat immersed in the 
mobile app market.” 

(b) With Context Selector: 
“A cute cat in the garden.” 

Figure 4: When a user intends to create an image themed 
around cats, they activate ContextCam’s foat window on 
their mobile home screen. However, ContextCam might in-
advertently capture irrelevant text, such as “mobile app mar-
ket”. If ContextCam does not flter out the irrelevant infor-
mation, LLM will be confused, leading to inaccurate results 
like (a). Such recommendations tend to be of-putting for 
users. 

process. We adopted the Few-Shot-CoT [72] approach to improve 
LLM’s ability to solve complex problems, where LLM performs 
Chain-of-Thought [62] reasoning with several demonstrations. 
Based on the results of our formative study, we defned a series 
of user intention modes, each accompanied by a “standard vector”. 
The output vector type is chosen automatically via a prompt to the 
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Table 3: System prompt for Context Selector. 

Given user information across fve modalities: location, screen content, facial expression, weather, and music, we have eight predefned scenarios. 
Each scenario is accompanied by a 5-dimensional vector, where each element is either 0 (irrelevant for the painting) or 1 (relevant). Let’s 
think step by step. Determine the appropriate painting scenario by analyzing the user’s context and selecting or devising a corresponding 
5-dimensional vector. If none of the eight scenarios fts, use your judgment to create a relevant vector based on the user command. 
User Intention Mode 
Free Creation Mode 

Description 
The user requests themes to be recommended based entirely on the current context. 

Standard Vector 
[1,1,1,1,1] 

Art Mode The user command contains professional art vocabulary, and the location is residential, [0,0,1,1,1] 
schools, galleries, or other life and art places. 

Textual Mode The screen content includes articles, poetry, or speeches, and the user requests illustra- [0,1,0,0,0] 
tions for the texts on screen. The location could be residential, ofce buildings, schools, 
cofee shops, or other life and ofce places. 

Architect Mode The user command is related to architectural or environmental design, and the location [1,0,0,1,0] 
is outdoors (near buildings or parks). 

Travel Mode The location is outdoors, such as in parks, and the user command involves drawing [1,0,1,1,0] 
immediate surroundings or current locations, not distant or unrelated places. 

Music Mode The music information is not empty, and the location is bars, concert halls, cofee shops, [1,0,1,1,1] 
residential areas, or other entertainment and life places. 

Emotion Mode Only facial expression information is provided. [0,0,1,0,0] 
Weather Mode Only weather information is provided. [0,0,0,1,0] 

Input�(Contextual�information�

collected�by�APIs)
User�Command:�[Please�recommend�

painting�topics�based�on�my�current�content]

Location:�[A�bridge�above�the�lake]

Screen�Content:�[Chat�with�a�friend]

Facial�Expression:�[Happiness]

Weather:�[Sunny]

Music:�[Counting�Stars�(OneRepublic)]

Standard�Vector

[1,0,1,1,1]
(The�screen�content�is�

considered�irrelevant.)

Extracted�Context�for�Topic�1,2
User�Command:�[Please�recommend�painting�

topics�based�on�my�current�content]

Location:�[A�bridge�above�the�lake]

Facial�Expression:�[Happiness]

Weather:�[Sunny]

Music:�[Counting�Stars�(OneRepublic)]

Extracted�Context�for�Topic�3�
User�Command:�[Please�recommend�painting�

topics�based�on�my�current�content]

Facial�Expression:�[Happiness]

Weather:�[Sunny]

Music:�[Counting�Stars�(OneRepublic)]

Vice�Vector

[0,0,1,1,1]�
(Based�on�the�Standard�

Vector,�it�excludes�the�

location�information.)

Figure 5: An actual example of Context Selector. 

system. The description of user intention modes refects the rela-
tionship between relevant contextual data and the user’s intent for 
creating the painting, highlighting the features that are important 
within the current mode. Context Selector’s planning component 
executes two steps. First, it checks if the user’s mode matches the 
predefned user intention modes. If not, this agent autonomously 
defnes a new mode. Then, it generates a corresponding “standard 
vector”. To ensure robust and diverse topic recommendations, we 
introduce a “vice vector”, which slightly changes the “standard 
vector”, randomly adding or removing information from a specifc 
modality. Table 3 provides the system prompt for Context Selector, 
and Figure 5 shows an actual example of Context Selector. 

4.2.2 “Framing” Phase - Topic Agent. Once Context Selector gener-
ates the “standard vector” and “vice vector”, it provides the relevant 
context to Topic Agent (Figure 5). Then, Topic Agent presents 
the user with three theme recommendations with LLM. The frst 

two are derived from the “standard vector”, while the third is based 
on the vice vector. After the user chooses a specifc topic or cre-
ates a custom topic, Topic Agent will provide a detailed ideation 
paragraph around the topic. 

4.2.3 “Focusing” Phase - Tool Manager. Our formative study dis-
covered a confict between users’ need for high image quality and 
preference for a low interaction burden. In response, we crafted a 
conversational interface to address this confict, which allows preset 
response selections, intuitive image generation and modifcation 
through typed or voice commands. To support the conversational 
image generation and editing, we present Tool Manager, which 
divides into the following components: 

• Planning: First, Tool Manager analyzes memory (e.g., con-
versation history) to decide the most appropriate model. 
Then, the agent crafts prompts for high-quality image gen-
eration and editing. 
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• Memory: Tool Manager keeps track of the conversation 
history, which helps Tool Manager remember past interac-
tions, preferences, and other relevant data in the current 
conversation. This accumulated knowledge aids in crafting 
efective prompts. Furthermore, We provide a tool database 
in the system prompt as the internal memory (Appendix C, 
Table 6). 

• Tool use: It opts for image generation with image gener-
ative models (e.g., Stable Difusion) and chooses the most 
appropriate model for image modifcation (e.g., ControlNet 
models, which can add additional conditions to control the 
outcome of difusion models). For instance, Alex mentioned 
“Bridge,” expressing a desire to render a bridge in the origi-
nal Van Gogh style. Tool Manager would choose the most 
appropriate Shufe model within ControlNet, which utilizes 
a random fow for reordering the original image. This model 
then leverages Stable Difusion to transfer the style to a fresh 
image. 

4.2.4 “Focusing” Phase - Artist Agent. Prior work found that LLMs 
can efectively assist users by inspiring ideas and promptly suggest-
ing specifc image content, such as primary elements, composition, 
style, and color schemes [33, 34, 70]. Deploying LLM as a creative 
artist persona can provide users with a better co-creation expe-
rience [11]. Thus, we present Artist Agent, which uses LLM to 
generate detailed creative suggestions during discussions, and an 
image-to-text model (e.g., VisualGLM-6B) to describe the generated 
image. Furthermore, users can proactively seek advice from Artist 
agent (e.g., by clicking the “Advice” button on the shortcut menu). 
This reduces users’ interaction burden and potentially provides 
new inspirations. 

4.2.5 Personalization Agent. We introduce Personalization Agent 
to enhance personalized recommendations. After the user and Con-
textCam co-create an image that the user is satisfed with, or at the 
end of a dialogue, Personalization Agent transforms the dialogue 
history into a concise summary using LLM. This summary includes 
the key preferences of the user, such as preferred subjects, styles, 
and themes. In future dialogues, Topic Agent and Artist Agent will 
refer to this personalized information for recommendations. 

4.3 Implementation 
We implemented ContextCam as a mobile painting assistant for 
Android (Figure 2). The conversational interface of this assistant 
appears on the mobile screen as a resizable foating window. Users 
can upload photos and input text by typing or through voice recog-
nition to start a conversation. The mobile painting assistant collects 
fve types of contextual data in real-time with the help of diferent 
web APIs: location, screen content (text displayed on screen and 
active application), facial expression (facial expression recognition 
results from the front-facing camera), weather, and music (music 
title and artist)2. A remote server analyzes these data and responds 
to the mobile assistant. 

We used the GPT-4 API [43] for understanding semantics and 
generating creative ideas, and employed VisualGLM-6B [60] for 

2A complete list of APIs used can be found in Appendix A. 

image narratives. ContextCam employed zero-shot techniques [45] 
to craft prompts for ControlNet [36] and Stable Difusion V1.5 [52]. 

5 USER STUDY 
To evaluate the performance of our system in practical settings and 
understand user behavior patterns within it, we conducted a real-
world user study. After each conversation, we gathered satisfaction 
ratings. Following the experiment, we developed a questionnaire 
to gauge user feedback on the system’s inspiration, engagement, 
enjoyment, and usability. Subsequently, we conducted interviews 
with the participants. 

5.1 Participants 
The researchers distributed recruitment messages in student group 
chats and encouraged students to repost these messages on social 
media platforms, and recruited 16 participants (8 male participants, 
8 female participants). Participants (P1-P16) aged between 18 and 
46 (avg=24.6, SD=9.60)3. All participants received compensation for 
their time. We obtained ethical approval and participant consent 
before the study. 

All participants had heard of AI image generation, but few par-
ticipants (5/16) had hands-on experience with AI image generation 
tools. The main reasons for not using these tools included a lack of 
need for AI-generated images (6/11), the complexity of the image 
generators (2/11), and low output quality (3/11). 

5.2 Procedure 
The study included a 30-minute tutorial session, a three-day real-
world usage session followed by a questionnaire, and a 30-minute 
interview session. Researchers and participants communicated re-
motely through a social media application and video conferencing 
software during this process. 

5.2.1 Tutorial Session. Prior to the study, we arranged a 30-minute 
tutorial session for each participant. In this session, we clarifed the 
basic concepts of context awareness, our user study goals, specifc 
tasks, and requirements. Then, we introduced ContextCam in detail 
and demonstrated its features. 

5.2.2 Real-World Context-Aware Image Creation with ContextCam. 
In this session, 16 participants used ContextCam in real-world sce-
narios for three days. The task required about fve attempts per day, 
totaling 15 attempts. The researchers sent daily messages to encour-
age participants to explore their creative potential and experiment 
with ContextCam in a variety of scenarios to enhance the diversity 
of the experiment. Each participant engaged in 15 conversations, 
and participants were involved in 136 unique scenarios in total. To 
evaluate the abilities of ContextCam and analyze user interaction, 
we collected interaction data such as users’ dialogue records, gen-
erated images, and contextual information. We conducted thematic 
analysis [5] on the interaction data to extract key themes and gain 
deeper insights into the users’ experiences with ContextCam. After 
each conversation, we captured immediate feedback on users’ sat-
isfaction ratings with the generated images. Users ofered reasons 
when dissatisfed. 

3The details of participants are in the supplementary material. 
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(a) “Herding on the 
highlands in 
autumn.” (P5) 

(b) “Princess 
Wencheng’s 
journey to Tibet.” (P5) 

(c) “A college girl in a 
sports skirt.” (P9) 

(d) “A classroom build-
ing on 
a rainy day.” (P9) 

(e) “Sunset over 
the sea.” (P10) 

(f) “A rock band.” (P8) 

(g) Sketch Input and Result (“Bridge”) (P8) (h) “Night. Turn people into animals.” (P2) (i) “Cartoon style.” (P1) 

Figure 6: Some images from the experiment that users found satisfactory. The themes of (a)(d)(e) are entirely recommended 
based on the context. (b)(c)(f) are the results of recommendations that combine user commands with the current context. (g) is 
an example of using contextual data to transform a simple sketch into a beautiful landscape painting. (h) and (i) show images 
before and after editing only based on user commands. 

5.2.3 Survey and Interview. After all conversations, a question-
naire4 was presented to understand the user’s overall experience 
with ContextCam. Participants rated their level of enjoyment, de-
gree of facilitation of inspiration by ContextCam, ContextCam’s 
usability, and sense of collaboration with ContextCam on a 7-point 
Likert scale (1=strongly disagree, 7=strongly agree)5. We utilized 
content analysis [30] to categorize and interpret the textual data 
from user feedback both after each conversation and all conver-
sations, which helped us understand the system’s limitations and 
users’ overall experience. 

Then, we conducted interviews for each participant around three 
themes: 1) context-driven behavior patterns within ContextCam, 
2) context awareness and human-AI co-creation, and 3) contextual 
information as an inspiration and its impact. The interview for 
each participant lasted approximately 30 minutes. With the consent 
of participants, we collected 8 hours of audio recordings, which 
were subsequently transcribed for analysis. One researcher con-
ducted open coding based on grounded theory methodology [20] 
to uncover insights related to these three themes. 

6 RESULTS AND DISCUSSION 
First, we considered three aspects for evaluating ContextCam’s per-
formance: user satisfaction with images (section 6.1), ContextCam’s 
ability to infer user intentions (section 6.2), and interaction bur-
den (section 6.3). Then, we delved into users’ interaction behaviors 
with ContextCam and their feedback to uncover insights about 

4All survey and interview questions can be found in the supplementary material. with the images on the 7-point Likert scale. Figure 8 shows the user 5Throughout this article, when we refer to the 7-point Likert scale, it is understood to 
range from 1 (strongly disagree) to 7 (strongly agree). satisfaction ratings. The average user rating was 5.80 (SD=1.17), 

the behavior patterns demonstrated by the users (section 6.4), how 
context awareness afected human-AI co-creation (section 6.5), and 
how users used contextual information as inspiration (section 6.6). 
Figure 6 showcases select works from our user study, while Figure 
7 displays the post-experiment questionnaire ratings from partici-
pants. 
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Figure 7: The stacked bar chart presents the user evaluation 
results for ContextCam, using the 7-point Likert scale, with 
no users assigning low scores of 1 or 2. 

6.1 User Satisfaction Rating for Images 
After each conversation, we collected self-reported user satisfaction 
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indicating a relatively high level of satisfaction. In a total of 240 con-
versations, 154 conversations (64%) had a satisfaction score above 
5 (score=6or7), and 12 conversations (5%) had a satisfaction score 
below 4 (score=2or3), which we perceived as unsatisfed conver-
sations. Five unsatisfed conversations (2%) were due to AI image 
generation defects in characters’ hands or feet. Aside from this, we 
categorized other common reasons for unsatisfed conversations: 

(1) Cultural Mismatch in Aesthetics (N=3, 1.25%): Cultural 
diferences shape user aesthetic expectations. For instance, 
a Western theater style clashed with Eastern aesthetics (P9, 
Figure 9(a)). 

(2) Divergence in Scene Perception (N=2, 0.83%): There is a 
gap between how the difusion model depicts certain scenes 
and user perceptions. For example, the school playground de-
picted by the model difered from P5’s familiar scene (Figure 
9(b)). 

(3) Model’s Limited Knowledge (N=2, 0.83%): The difusion 
model sometimes lacks knowledge of specifc locations, dishes, 
or characters (e.g., P4, Figure 9(c)). 
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Figure 8: The boxplot illustrates users’ satisfaction ratings 
for the images, evaluated on the 7-point Likert scale.6 

(a) “I thought of a (b) “This play- (c) “It doesn’t know 
Chinese theater ground difers my university.” 
but drew a Western from the one I’m (P4) 
one.” (P9) familiar with.” (P5) 

Figure 9: Failure cases from the user study. 

6The central line within the box denotes the median, while the upper and lower edges 
correspond to the third and frst quartiles, respectively. The whiskers capture the range 
of the data, excluding outliers. Diamonds in the graph signify outliers that deviate 
from the typical interquartile range. 

6.2 User Intent Inference 
In each topic recommendation message, ContextCam provides three 
topics. Topics 1 and 2 use the same user contextual data generated 
by Context Selector, while Topic 3 randomly incorporates or omits 
a piece of contextual information to enhance robustness. When 
users are dissatisfed with all suggestions, they can directly type in 
a desired topic as a custom topic. 

To evaluate the ability of ContextCam to infer user intentions, 
we examined the percentage of conversations where users selected 
recommended topics and conversations where they proposed cus-
tom topics. Figure 10 displays the distribution of users’ fnal theme 
selections. For all conversations, users picked system-generated 
topics (topics 1, 2, or 3) 92.9% of the time. 
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Figure 10: Stacked bar chart of the counts of each user’s choice 
of topic. 

6.3 Interaction Burden 
We defne a “conversation” as a user’s complete discussion with 
ContextCam on a specifc topic, encompassing multiple “interac-
tions” and one or more images. An “interaction” refers to the user 
sending one message (feedback on image themes, proposals, image 
generation commands, or editing instructions) and receiving one 
response from ContextCam. The term “number of input words” 
refers to the count of Chinese characters. 

To evaluate the user’s interaction burden with ContextCam, we 
calculated the number of input words (Figure 11(a)), clicks (Figure 
11(c)), and interaction rounds (Figure 11(c)) for each conversation. 
Then, we calculated the ratio of input words to interaction rounds 
for each conversation (Figure 11(b)). On average, this ratio stood at 
1.1 for a single interaction, indicating a low interaction burden. In 
the post-experiment user survey, the average usability rating was 
5.88 (SD=1.45) on the 7-point Likert scale (Figure 7). 

6.4 Behavior Patterns within ContextCam 
Participants varied in their frequency and preference for 
using diferent types of contextual information (Figure 12). 
Factors such as traveling events, lifestyle, and personality infu-
enced the results. For instance, P13 was on a road trip and used 
location data in 13 of 15 conversations. In contrast, P12 and P16, who 
preferred staying at home, used location data only 3 and 4 times, 
respectively. Two participants (P6, P11) stated they preferred not 

7In a boxplot (Figure 12(a)(c)), the central line within the box denotes the median, while 
the upper and lower edges correspond to the third and frst quartiles, respectively. 
The whiskers capture the range of the data, excluding outliers. Diamonds in the graph 
signify outliers that deviate from the typical interquartile range. 
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(a) Total word count per conversation. (b) Average word count per interaction. 
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(c) Click counts and interaction counts per conversation. 

Figure 11: Interaction burden7 . 
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Figure 12: Counts of types of contextual data used in conver-
sations. 

to use music information because they typically used ContextCam 
in quiet settings and did not play music out loud. 

Participants enjoyed using contextual information to cre-
ate images. Out of 240 user conversations, in only four conver-
sations (1.7%, P1, P7, P14, P16), users decided not to include any 
contextual data, citing reasons such as “the current context is com-
pletely irrelevant to my creative intention” and “I already had a 
specifc theme in mind beforehand.” Nine participants each used 
the shortcut command “Please recommend painting topics based 
on my current context,” 2 or 3 times to fully adopt their immediate 
context as the image theme. P15, who had extensive experience 

with AI image generators, commented: “Integrating context makes 
AI image generation more interesting and personalized. It opens 
up my creative thought, much like sketching from life.” 

Contextual information afected users’ image theme pref-
erences. P9 frequently created images based on various scenes 
from his university life, with themes centered around campus expe-
riences such as “a college girl in a sports skirt” (Figure 6(c)), “convert 
a lab picture into a sci-f style,” and “a classroom building on a rainy 
day.” (Figure 6(d)) While on a road trip, P5 often created images 
with views along the route (Figure 6(a)), local culture and history 
(Figure 6(b)). 

Users frequently weaved in their personal experiences and 
preferences. For example, when users created art under specifc 
weather conditions, they may unconsciously associate their moods 
and scenes with the weather. Sunny days may suggest happiness, 
excitement, and vitality, while cloudy days may suggest sadness, 
meditation, and relaxation. P1 said, “Most of the time, it was raining 
when I conducted my experiments, so the themes of my creations 
often had a sad tone.” Locations can also inspire related cultural 
themes. Consider P5, who selected certain iconic venues during a 
journey, such as historic cities, scenic landscapes, or region-specifc 
dwellings, to represent specifc cultural themes. These locations 
are often rich in cultural connotations and unique aesthetic values, 
which can inspire users and add more cultural favor to their works. 

As learners gained familiarity with ContextCam, they 
were more likely to actively customize and leverage con-
text awareness in image creation. Initially, users (P1, P4, P8-P10, 
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P13-P16) primarily explored the context by leveraging shortcuts 2 
or 3 times. As their familiarity with the contextual data grew, their 
methods of using this data for creation diversifed. All 16 partici-
pants proactively input simple themes, sketches, or photographs 
over 8 times, prompting AI to create based on the context. Through 
this, not only did users acquire a deeper grasp of context-aware 
co-creation, but they also developed a unique understanding of the 
contextual data’s intrinsic qualities and potential value. Building 
on this understanding, users can adjust various elements fexibly, 
leading to efcient, precise, and innovative outputs. As users delved 
deeper into context-aware co-creation, some selectively turned of 
certain data inputs based on their preferences, such as location and 
screen content information. 

In the long run, these insights hold signifcant implications for 
advancing and innovating in context-aware co-creation. As Fig-
ure 7 shows, users provided positive feedback on the enjoyment, 
engagement, and inspiration of ContextCam. 

6.5 Context Awareness and Human-AI 
Co-Creation 

Context awareness made the collaborative process more en-
joyable and efcient, resulting in distinctively personalized 
outputs. Here, creation is no longer an isolated behavior; it is 
co-shaped by external environments, emotions, and interac-
tions between users and AI. Context awareness ofers a backdrop 
for human-AI image co-creation, guiding the themes and directions 
of the process. P10 mentioned, “When I was at the seaside, Con-
textCam recommended the theme ‘Sunset over the sea.’ This really 
sparked my imagination, and I started incorporating additional 
elements like ‘sailboat’ and ‘meteor,’ enriching the original idea.” 
(Figure 6(e)) 

Context awareness fostered emotional resonance and en-
couraged users’ engagement in human-AI co-creation. Im-
mersing users within a relevant context increased their emotional 
and cognitive connection to the content. This was evident from 
our survey: in Figure 7, users reported an average engagement rat-
ing 5.50 (SD=1.10). Moreover, their inspiration derived from image 
descriptions was impressively rated at 5.62 (SD=1.09), suggesting 
that the context greatly improved the overall user experience. P8 
mentioned, “Using ContextCam made me feel more connected to 
the surroundings. I opened ContextCam next to an old-fashioned 
tower. The sky was clear, with a few clouds drifting by. I simply 
sketched the shape of a bridge, but ContextCam perfectly captured 
that moment.” (Figure 6(g)) 

6.6 Contextual Information as an Inspiration 
Users perceived an enhancement in their creative processes 
due to context awareness, and the themes recommended by 
ContextCam amazed them. ContextCam employed contextual 
data to create images, vividly showcasing aspects of users’ local nat-
ural environment (P5, Figure 6(a)), cultural landmarks (P8, Figure 
6(g)), and historical context (P5, Figure 6(b)) and so on. P1 reported, 
“As I get the hang of ContextCam, I feel like my creative boundaries 
are expanding, and I’m inspired to make deeper and more mean-
ingful creations. I’m no longer limited to my imagination, and I’ve 
never been more excited to create.” These themes enriched their 

inspiration and deepened their understanding of using contextual 
information. For instance, when P8 aimed to depict “mountains un-
der the night sky,” ContextCam suggested “a rock band performing 
with mountains under the night sky as the background” (Figure 
6(f)), cleverly linking the theme with the rock music the user was 
currently playing. Consequently, P8 frequently incorporated music 
into subsequent creations. 

7 LIMITATIONS AND FUTURE WORK 
This paper presents the preliminary application of context aware-
ness in human-AI image co-creation. We highlight the transfor-
mative potential of AIGC in documenting life and self-expression, 
particularly within the paradigm of context-aware human-AI co-
creation. This section introduces the key directions ContextCam 
aims to explore in its future development. 

7.1 Deepening Context Awareness 
ContextCam extracts fve types of contextual information using sen-
sors and efciently flters out irrelevant data via the Few-Shot-CoT 
method, enhancing the understanding of user intent. Our study rep-
resents a preliminary exploration. As multi-modal models continue 
to develop, so will the capabilities of ContextCam. ContextCam 
may incorporate more diverse data types like motion states and 
scents to comprehensively refect the user’s real-world context. One 
can envision a day when the aroma of freshly baked cookies sparks 
creative inspiration. 

With the advancements in sensing technology, we will incorpo-
rate real-time detection of user physiological data, including heart 
rate, body temperature, activity levels, sleep quality, and step count 
[13]. In parallel, environmental sensing, capturing metrics such as 
external temperature, lighting conditions, humidity, and air qual-
ity, are also research priorities. By synthesizing this data, we can 
comprehensively understand a user’s health, activity status, and 
environment, producing more personalized and engaging images. 
Other advanced technologies, such as Brain-Computer Interfaces 
(BCI) [64], present new avenues to explore user intentions and the 
subconscious and can enhance the potential for image creation. 

Understanding the user’s sociocultural background is also crucial 
to thoroughly achieving context awareness. We will explore ways 
to integrate this background information as a vital component of 
contextual presentation. 

7.2 Optimizing Co-Creation and Inspiring 
Creativity 

Because of user diversity, we plan to introduce advanced person-
alization tools, such as personalized knowledge graphs, ensuring 
a unique experience for each user. We will also proactively inte-
grate various external information resources to prevent data silos. 
Moreover, recognizing that every user has unique behavioral pat-
terns and preferences, we aim to ofer more adaptable guidance 
strategies. This helps them explore new ideations, enhancing their 
overall experience. In the future, ContextCam will develop diverse 
motivational mechanisms and features to inspire user creativity 
and boost engagement. 



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Fan et al. 

7.3 Innovating Interaction Modes 
In the future, ContextCam can be integrated into wearable devices 
such as smartwatches and wristbands. These devices’ rich sensor 
data and unique interactive features pave the way for expanding 
our system’s capabilities. Additionally, we are confdent of Con-
textCam’s signifcant potential in Augmented Reality (AR) and 
Virtual Reality (VR) domains. Integrating it into AR and VR plat-
forms can ofer users a more immersive and intuitive experience. 
While we have made promising strides, the potential avenues for 
expansion and enhancement are vast. As technology evolves, the 
combination of human intelligence and AI capabilities will keep 
redefning the boundaries of creativity. 

8 CONCLUSION 
This paper proposed a context-aware human-AI co-creation sys-
tem, ContextCam. To assess its efectiveness, we conducted a study 
involving 16 participants and 136 scenarios. Results indicated that 
users picked system-generated topics in 92.9% of the cases. Users 
also expressed high satisfaction with the fnal images (avg=5.80, 
SD=1.17) and enjoyed the creative process (avg=6.62, SD=0.62). De-
tailed interviews and analyses of user interactions with ContextCam 
revealed some fndings about how contextual data is utilized and 
perceived during the creative process. These fndings showed how 
contextual information shapes image themes, infuences user behav-
iors, and enhances the collaborative experience between humans 
and AI through ContextCam. Overall, ContextCam’s approach to 
context-aware co-creation is perceived as enjoyable, integrating 
contextual information to boost creativity, engagement, and inspi-
ration. Although ContextCam has received positive feedback from 
users, there are challenges to address in real-world applications, 
such as the diversity in contextual extraction and system response 
times. Future work will focus on refning ContextCam and explor-
ing new application scenarios to advance the feld of context-aware 
human-AI image co-creation. 
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A IMPLEMENTATION DETAILS 
Table 4 outlines the types of context detectors incorporated into the 
systems, detailing their purpose and the types of data they provide. 

Table 4: Context detectors used in the implemented systems. 

Context 
Detector 

Description Value 

Location1 Using both network and GPS posi-
tioning, giving priority to the more 
accurate location result. 

Screen 
Content 

Capturing the text displayed on the 
user’s current screen and identify-
ing the app being used. 

Facial Returning facial expression recog-
Expression2 nition results by capturing the 

user’s frontal face. 

e.g., “Happi-
ness,” “Anger” 

Weather3 Retrieving real-time weather data 
for the user’s location. 

e.g., “Sunny,” 
“Cloudy” 

Music4 If music is detected in the environ-
ment, returning its song title and 
the artist. 

e.g., “Counting 
Stars (OneRe-
public)” 

B ANOTHER USE CASE OF CONTEXTCAM 
(PHOTO INPUT) 

Figure 13 shows users can also take photos and send them to Con-
textCam. 

1Amap location API: https://lbs.amap.com/product/locate/ 
2MEGVII facial expression recognition API: https://www.faceplusplus.com/emotion-
recognition/
3Dev.QWeather API: https://dev.qweather.com/docs/api/weather/weather-now/ 
4ACRCloud song recognition API: http://console.acrcloud.cn/service/avr 

Paint Edit Advice

Chat EditID: 1

Please provide suggestions for this picture.

Received.
ImageID 1 captures an ancient 
church, enshrined by trees on an 
overcast day...

I recommend… 

Consider this adaptation …

1. Add a rainbow.

2. A church enveloped in mist amidst the 
autumn red leaves.

3. Change it to a Gothic-style church.

2

System Prompt
 …
User Prompt
Image Description : [An ancient 
church …]
User Command : [Please provide …]
Location : [A Church]
Screen Content : [Camera]
Facial Expression : [Neutral]
Weather : [Cloudy]
Music : []
(Supported by APIs)
Output
Standard Vector : [1,0,0,1,0]
Vice Vector : [1,0,0,0,0]

Paint Edit Advice

Context Selector

VisualGLM-6B

Weather MusicEmotionScreenLocation

Quick Reply

Figure 13: In the scenario, the user with a neutral expression 
photographed a church on a cloudy sky. Upon receiving the 
image, ContextCam employed VisualGLM-6B to generate a 
description of the picture. This description was then con-
veyed to Context Selector in the format “Image Description: 
[].” Context Selector saw “Location” and “Weather” as perti-
nent information, subsequently providing three suggestions 
(standard vector: [1,0,0,1,0], vice vector: [1,0,0,0,0]). 

C SYSTEM PROMPTS FOR PERSONALIZATION 
AGENT AND TOOL MANAGER 

Table 5 presents the system prompt and an example for Personal-
ization Agent. The agent accumulates user preferences from each 
output, and these summaries will be used as part of the system 
prompts for Topic Agent and Artist Agent in subsequent conversa-
tions. 

Table 6 displays Tool Manager’s prompts. In Stable Difusion, 
using a negative prompt tells the model to avoid certain elements 
or themes in its outputs, which helps improve the image quality 
[2]. 
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Table 5: System prompt and an actual example for Personalization Agent. 

System Prompt This is the chat history between the user and the painting assistant. Please list keywords to briefy summarize the user’s preferred 
subjects, styles, and themes. 

An Actual Example 

Input: (Chat History)
User: Please recommend painting topics based on my current context. 
Assistant: I recommend three painting themes. If you have a better suggestion, please let me know. 1. Emulate Van Gogh’s “Starry 
Night” to depict a tranquil lake on a clear summer night ... 2. Oil Painting: Beneath the delightful clear sky, the band OneRepublic ... 3. A 
gathering of children joyfully ... 
User: 1 
Assistant: Draw a tranquil lake on a clear summer day in the style of Van Gogh’s “Starry Night.”... joyful artistic ambiance. 
User: Generate the image! 
Assistant: Completed. Image 1 unveils a bridge under the night sky. The heavens are speckled with stars, immersing one in a dreamlike 
realm... 
User: Bridge 
Assistant: Consider this adaptation: Retain the Van Gogh starry night essence in the original image and craft a new piece with a bridge 
as its focus in the same palette. Capture the sky with... 

Output:
Preferred Style Van Gogh’s “Starry Night” style 
Preferred Subject Tranquil lake, bridge 
Preferred Theme Summer night, clear sky, dreamlike ambiance 

Table 6: System prompt for Tool Manager, including tool selection and prompt generation for Stable Difusion and ControlNet. 

Tool Selection 

Choose the most appropriate image modifcation tool based on the previous discussion and OUTPUT THE NUMBER (1-6): 
Tool Description
1. Shufe APPLY the STYLE of the input image to a new image. 
2. Softedge_hed Generate new images without adding or replacing objects/backgrounds from the image. For example, transitioning from day to night or 

from spring to summer; also involve CHANGING the artistic STYLE, including science fction, oil painting, watercolor, impressionism, etc. 
3. Depth Replace objects in the image. 
4. Openpose Create a new image with the SAME POSE as the person in the original image. 
5. Mlsd Generate ARCHITECTURAL or INTERIOR DESIGN drawings based on the original image. 
6. Canny Add/Replace/Enrich the background to the picture. Add objects. 

Prompt Generation 

Stable Difusion 
Positive Prompt ONLY WRITE ENGLISH PROMPT. Give you art discussions between the user and the artist. 
Generation Use the FINAL RESULT of the discussion. If the user believes the artist’s image description is incorrect, you should comply with the user’s 

request. Place the painting theme the user chose at the beginning and write an English prompt for the text-to-image model to draw a 
picture WITHIN 50 WORDS. Note that if the description is relatively long, you need to extract the central imagery and scenes; if short, 
emphasize the subject of the painting, employ your imagination, and add some content to enrich the details. DON’T begin with words like 
“create” or “paint,” directly describing the scene. 

Negative Prompt ONLY WRITE ENGLISH PROMPT. You are provided with an art discussion between the user and the 
Generation artist. Use the FINAL RESULT of the discussion. If the user mentions the people, objects, scenes, or styles they wish to paint, summarize 

the antonyms of what they want to paint into ENGLISH KEYWORDS, not exceeding six words. If the user does not specify what they do 
not want to paint, reply with a space. For instance, if the user does not want to paint nighttime, your response should be “night scene”; if 
the user wants to paint nighttime, your response should be “daytime.” DON’T start with words like “create” or “paint.” 

ControlNet (We do not generate negative prompts; just use the existing template of negative prompt.) 
Positive Prompt ONLY WRITE ENGLISH PROMPT. You are to receive an art discussion between a user and an artist. 
Generation Use the FINAL RESULT of the discussion. You need to depict the SCENE of the NEW IMAGE from these perspectives as an ENGLISH 

PROMPT for the text-to-image model: main characters or objects; background objects; style. After the art discussion, summarize the 
improvements to the image but retain parts of the original image that were not modifed. The prompt should NOT EXCEED 50 WORDS nor 
include terms like “high contrast.” 

Prompt Template
Positive Prompt ((masterpiece, best quality, ultra-detailed, illustration)) + [LLM-generated positive prompt] 
Negative Prompt NSFW, (EasyNegative:0.8), (badhandv4:0.8), (missing fngers, multiple legs), (worst quality, low quality, extra digits, loli, loli face:1.2), 

low-res, blurry, text, logo, artist name, watermark + [LLM-generated negative prompt (only for Stable Difusion)] 
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